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Abstract. As artificial intelligence (AI) increasingly enters K-12 class-
rooms, what do teachers and students see as the roles of human versus
AI instruction, and how might educational AI (AIED) systems best be
designed to support these complementary roles? We explore these ques-
tions through participatory design and needs validation studies with K-
12 teachers and students. Using human-centered design methods rarely
employed in AIED research, this work builds on prior findings to con-
tribute: (1) an analysis of teacher and student feedback on 24 design
concepts for systems that integrate human and AI instruction; and (2)
participatory speed dating (PSD): a new variant of the speed dating de-
sign method, involving iterative concept generation and evaluation with
multiple stakeholders. Using PSD, we found that teachers desire greater
real-time support from AI tutors in identifying when students need hu-
man help, in evaluating the impacts of their own help-giving, and in
managing student motivation. Meanwhile, students desire better mech-
anisms to signal help-need during class without losing face to peers, to
receive emotional support from human rather than AI tutors, and to
have greater agency over how their personal analytics are used. This
work provides tools and insights to guide the design of more effective
human–AI partnerships for K-12 education.
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1 Introduction

When used in K-12 classrooms, AI tutoring systems (ITSs) can be highly effec-
tive in helping students learn (e.g., [32,37]). However, in many situations, human
teachers may be better suited to support students than automated systems alone
(e.g., by providing socio-emotional support or flexibly providing conceptual sup-
port when continued problem-solving practice may be insufficient) [29,44,49,53].
ITSs might be even more effective if they were designed not only to support stu-
dents directly, but also to take advantage of teachers’ complementary strengths
and amplify their abilities to help their students [6,27,49,65]. Yet the question
of how best to combine strengths of human and AI instruction has received
relatively little attention in the AIED literature thus far [29,49,60].
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Recent work has proposed the notion of human–AI “co-orchestration” sys-
tems that help teachers and AI agents work together to make complex yet pow-
erful learning scenarios feasible [27,29,43,46,54,60]. For example, Olsen et al.
explored how ITSs might best be designed to share control with teachers in or-
chestrating transitions between individual and collaborative activities during a
class session [15,43]. Similarly, in our prior work [26,28,29], we designed a set of
mixed-reality smart glasses that direct teachers’ attention in real-time, during
ITS class sessions, towards situations the software may be ill-suited to handle
on its own (e.g., wheel spinning [7,31], gaming the system [5,58], or hint avoid-
ance [2,51]). An in-vivo classroom experiment demonstrated that this form of
real-time teacher/AI co-orchestration could enhance student learning, compared
with an ITS classroom in which the teacher did not have such support [29].

While this work has begun to explore ways to combine strengths of hu-
man and AI instruction, many open questions remain regarding the design
of classroom co-orchestration systems. If these tools are to be used in actual
classrooms, beyond the context of research studies, it is critical that they are
well-designed to respect the needs and boundaries of both teachers and stu-
dents [3,14,42,52,66]. For example, prior design research with K-12 teachers has
found that there is a delicate balance between automation and respecting teach-
ers’ autonomy [25,27,43,34]. Over-automation may take over classroom roles that
teachers would prefer to perform and threaten their flexibility to set their own
instructional goals. Yet under-automation may burden teachers with tasks they
would rather not perform, and may limit the degree of personalization they can
feasibly achieve in the classroom [27,43]. Furthermore, this balance may depend
heavily on the specific teacher tasks under consideration [26,55]. Yet prior work
on co-orchestration systems has investigated the design of support for a relatively
limited range of teacher tasks (e.g., monitoring student activities during class
[45,50]). Furthermore, this research has generally focused on the needs of K-12
teachers, but not students’ perspectives, in AI-enhanced classrooms [27,34,43].

The present work builds on prior findings to contribute: (1) an analysis of
teacher and student feedback regarding 24 design concepts for human–AI co-
orchestration systems, to understand key needs and social boundaries that such
systems should be designed to address [13,21,66] and (2) “participatory speed
dating”: a new variant of the speed dating design method [12] that involves mul-
tiple stakeholders in the generation and evaluation of novel technology concepts.

2 Methods

To better understand and validate needs uncovered in prior ethnographic and de-
sign research with K-12 students and teachers (e.g., [20,27,43,52,53]), we adopted
a participatory speed dating approach. Speed dating is an HCI method for
rapidly exploring a wide range of possible futures with users, intended to help re-
searchers/designers elicit unmet needs and probe the boundaries of what partic-
ular user populations will find acceptable (which otherwise often remain undis-
covered until after a technology prototype has been developed and deployed)
[12,42,67]. In speed dating sessions, participants are presented with a number
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of hypothetical scenarios in rapid succession (e.g., via storyboards) while re-
searchers observe and aim to understand participants’ immediate reactions.

Speed dating can lead to the discovery of unexpected design opportunities,
when unanticipated needs are uncovered or when anticipated boundaries are
discovered not to exist. Importantly, speed dating can often reveal needs and
opportunities that may not be observed through field observations or other de-
sign activities [12,13,42,67]. For example, Davidoff et al. found that, whereas field
observations and interview studies with parents had suggested they might ap-
preciate smart home technologies that automate daily household tasks, a speed
dating study revealed that parents strongly rejected the idea of automating
certain tasks, such as waking or dressing their children in the morning. These
findings led the researchers to dramatically reframe their project—away from
creating smart homes that “do people’s chores,” towards homes that facilitate
moments of bonding and connection between busy family members [12,67].

As described in the next subsection, we adapted the speed dating method
to enable participants from multiple stakeholder groups (K-12 teachers and stu-
dents) to reflect on other stakeholders’ needs and boundaries, and contribute
ideas for new scenarios and technology concepts. We refer to this adaptation as
multi–stakeholder “participatory speed dating” (PSD). Like other speed dating
approaches, PSD can help to bridge between broad, exploratory design phases
and more focused prototyping phases (where associated costs may discourage
testing a wide range of ideas) [12,18,67]. However, drawing from Value Sensitive
Design [21,66], PSD emphasizes a systematic approach to balancing multiple
stakeholder needs and values [38]. Drawing from Participatory Design [36,40,56],
in addition to having stakeholders evaluate what is wrong with a proposed con-
cept (which may address other stakeholders’ needs), PSD also involves them in
generating alternative designs, to address conflicts among stakeholder groups.

2.1 Needs Validation through Participatory Speed Dating

We conducted PSD sessions one-on-one with 24 middle school teachers and stu-
dents. To recruit participants, we emailed contacts at eight middle schools and
advertised the study on Nextdoor, Craigslist, and through physical fliers. A to-
tal of 10 teachers and 14 students, from two large US cities, participated in the
study. Sixteen sessions were conducted face-to-face at our institution, and eight
were conducted via video conferencing. All participants had experience using
some form of adaptive learning software in their classrooms, and 21 participants
had used AI tutoring software such as ALEKS [23] or Cognitive Tutor [48].

We first conducted a series of four 30-minute study sessions focused on con-
cept generation, with two teachers and two students. In each session, participants
were first introduced to the context for which they would be designing: classes
in which students work with AI tutoring software while their teacher uses a
real-time co-orchestration tool that helps them help their students (specifically,
a set of teacher smart glasses, following [29]). Participants were then shown an
initial set of 11 storyboards, each created to illustrate specific classroom chal-
lenges uncovered in prior research (e.g., [20,27,47,53]), with multiple challenges
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Fig. 1. Example of a storyboard addressing challenges raised in prior research.

hybridized [12,42] into a single storyboard in some cases.1 For example, prior
work suggests that teachers often struggle to balance their desire to implement
personalized, mastery-based curricula with their need to keep the class relatively
synchronized and “on schedule” [27]. Given this conflict, teachers often opt to
manually push students forward in the curriculum if they have failed to master
current skills in the ITS by a certain date, despite awareness that this practice
may be harmful to students’ learning [27,47]. As such, one storyboard (Figure
1) presented a system that helps teachers make more informed decisions about
when to move students ahead (based on the predicted learning benefits of waiting
a few more class periods), but without strongly suggesting a particular course
of action [27]. Each participant in these initial studies was then encouraged
to generate at least one new idea for a storyboard, addressing challenges they
personally face in AI-enhanced classrooms as opposed to imagined challenges
of others (cf. [13]). To inform ideation, participants also reviewed storyboards
generated by other teachers and students in prior study sessions. Participants
were provided with editable storyboard templates, in Google Slides [22], and
were given the options to generate entirely new concepts for orchestration tool
functionality (starting from a blank template) or to generate a variation on an
existing concept (starting from a copy of an existing storyboard). In either case,
participants generated captions for storyboard panels during the study session,
using existing storyboards for reference. Immediately following each session, a
researcher then created simple illustrations to accompany each caption.

Following this concept generation phase, we conducted a series of PSD stud-
ies with an additional twelve students and eight teachers. Study sessions lasted
approximately 60 minutes. In each session, storyboards were presented in ran-
domized order. Participants were asked to read each storyboard and to describe
their initial reactions immediately after reading each one. An interviewer asked

1 Please refer to https://tinyurl.com/Complementarity-Supplement for the full set of
storyboards and more detailed participant demographics.

https://tinyurl.com/Complementarity-Supplement
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follow-up and clarification questions as needed. Participants were then asked to
provide an overall summary rating of the depicted technology concept as “mostly
positive (I would probably want this feature in my classroom)”, “mostly negative
(I would probably not want this ...)”, or “neutral” [13]. After participants rated
each concept, they were asked to elaborate on their reasons for this rating. Before
moving on to the next concept, participants were shown notes on reactions to a
given concept, thus far, from other stakeholders. Participants were prompted to
share their thoughts on perspectives in conflict with their own.

In addition, participants were encouraged to pause the speed dating process
at any point, if they felt inspired to write down an idea for a new storyboard.
Each time a participant generated a new idea for a storyboard, this storyboard
was included in the set shown to the next participant. However, if a participant
saw an existing storyboard that they felt captured the same concept as one they
had generated, the new, “duplicate” storyboard was not shown to subsequent
participants (cf. [27]). In cases of disagreement between stakeholder groups, gen-
erating new storyboard ideas provided an opportunity for students and teachers
to try to resolve these disagreements. For example, as shown in Figure 2, the gen-
eration of concepts E.3 through E.6 over time represents a kind of “negotiation”
between teachers and students, around issues of student privacy, transparency,
and control. This phase of the study yielded a total of seven new storyboards.

3 Results

In the following subsections, we discuss teachers’ and students’ top five most and
least preferred design concepts, according to the average overall ratings among
those who saw a given concept [13]. To analyze participant feedback regarding
each concept, we worked through transcriptions of approximately 19 hours of
audio to synthesize findings using two standard methods from Contextual De-
sign: interpretation sessions and affinity diagramming [8,24]. High-level themes
that emerged are briefly summarized below, organized by design concept. The
most preferred concepts are presented in 3.1, and the least preferred are in 3.2.
Within each subsection, preferences among teachers are presented first, followed
by student preferences and those shared between teachers and students. Teacher
participants are identified with a “T,” and students are identified with an “S.”

3.1 Most preferred design concepts

Most Preferred among Teachers.
[I.2] Real-time Feedback on Teacher Explanations. Consistent with findings from
prior design research [26,27], the most popular concept among teachers was a
system that would provide them with constructive feedback, after helping a
student, on the effectiveness of their own explanations. As one teacher explained,
“Usually our only chance to get [fast] feedback is, you ask [...] the kids [and] they
just say, ‘Oh, yeah, I get it,’ when they don’t really get it” (T7).

[A.1] Ranking Students by their Need for Teacher Help. Another popular con-
cept among teachers was a system that would allow them to see, at a glance,
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Fig. 2. Matrix showing overall ratings for all 24 concepts. Columns show participants
(in order of participation, from left to right), and rows show design concepts. Concepts
generated by participants are highlighted in blue. Cell colors indicate ratings as follows:
Red: negative; Green: positive; Yellow: neutral; Grey: concept did not yet exist. Average
ratings among teachers and students are provided in the rightmost columns.

a visual ranking of which students most need the teacher’s help at a given mo-
ment [27,49]. One teacher commented, “Yeah. Welcome to teaching every day
[...] trying to go to those kids that are [struggling] most” (T5). However, several
other teachers emphasized that such a ranking would be much more useful if it
took into account the kind and extent of teacher help that would likely be needed
to address a particular student issue. For example, T1 noted, “If I could see how
much time it would take [to help] I would start with the kids who I could get
[moving again quickly] and then I’d spend more time with the other kids. [But] if
it’s a kid that I know is gonna get completely frustrated [...then I] wanna [go to]
that kid first no matter what.” This concept was also generally well received by
students. As one student put it, “sometimes you just can’t ask [for help] because
you don’t even know what [you’re struggling with], and so it would just [be] hard
to explain it to the teacher” (S7). At the same time, as discussed below, multiple
students expressed preferences for systems that can support students in recog-
nizing when (and with what) they need to ask the teacher for help, rather than
always having the system alert the teacher on their behalf (cf. [51]).

[E.1] Alerting Teachers to Student Frustration, Misbehavior, or “Streaks”.
Consistent with [27], teachers were enthusiastic about a concept that would allow
them to see real-time analytics about student frustration, misbehavior (e.g,. off-
task behavior or gaming the system [5,58]), or high recent performance in the
software. They felt that having access to this information could help them make
more informed decisions about whom to help first and how best to help particular
students (e.g., comforting a student or offering praise). Yet students reported
finding aspects of this concept upsetting. While students generally liked the idea
that the system would inform the teacher when they needed help, students often
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perceived real-time alerts about emotions like frustration as “really creepy” (S9)
and alerts about misbehavior as “basically the AI ratting out the child” (S3).

[L] Teacher-controlled Shared Displays to Foster Competition. Finally, a pop-
ular concept among teachers was a system that would allow them to transition
the classroom between different “modes,” to help regulate students’ motivation
(cf. [1,43]). This system would allow teachers to switch the class into a “com-
petitive mode,” in which students would be shown a leaderboard of comparable
classrooms in their school district and challenged to move their class to the
top. Teachers expected that such a feature could work extremely well with some
groups of students, while backfiring and potentially serving to demotivate others.
As such, teachers emphasized the importance of teacher control and discretion.

Most Preferred among Students.
[E.6] Asking Students’ Permission before Revealing (Some) Analytics to Teach-
ers. In response to one of teachers’ most preferred design concepts ([E.1]]), stu-
dents generated multiple new storyboards that preserved the idea of real-time
teacher alerts, but provided students with greater control over alert policies. One
of these emerged as the most popular design concept among students: a system
that asks students’ permission, on a case-by-case basis, before presenting certain
kinds of information to the teacher on a student’s behalf. Students and teachers
were generally in agreement that an AI system should ask students’ permission
before alerting teachers about affective states, such as frustration. In this sce-
nario, if a student opted not to share affective analytics with their teacher, the
system might privately suggest other ways for students to regulate their own
emotions. Interestingly, one student suggested that if a student opted to share
their affect with the teacher, the system should also ask the student to specify
“How do you want the teacher to react? [...] Help you [in person]? Help you on
the computer?” (S12). This student noted that sometimes, they just want their
teacher to “know how I’m feeling,” but do not actually want them to take action.

[H.3] Student–System Joint Control Over Selection of Peer Tutors. Whereas
teachers often expressed that they know which groups of their students will not
work well together, this did not align with students’ perceptions of their own
teachers. In contrast to teacher-generated concepts where teachers and AI worked
together to match peer tutors and tutees (cf. [43]), the second most popular
concept among students was a student-generated storyboard that gave students
the final say over peer matching decisions. In this storyboard, the system sends
struggling students a list of suggested peer tutors, based on these students’
estimated tutoring abilities (cf. [57]) and knowledge of relevant skills. Students
could then send help requests to a subset of peers from this list who they would
feel comfortable working with. Those invited would then have the option to
reject a certain number of requests. Some students suggested that it would also
be useful to have the option to accept but delay another student’s invitation if
they want to help but do not want to disrupt their current flow.

[H.1] Enabling Students to Request Not to be Helped. Another of the most
popular concepts among students was a system that, upon detecting that a stu-
dent seems to be wheel-spinning [7,31], would notify the student to suggest that
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they try asking their teacher or classmates for help. The system would then only
notify the teacher that the student is struggling if the student both ignored this
suggestion and remained stuck after a few minutes. By contrast, some teachers
expressed that they would want the system to inform them immediately if a
student was wheel-spinning: “They shouldn’t just get the option to keep working
on their own, because honestly it hasn’t been working” (T5). Some students and
teachers suggested a compromise: “the AI should inform the teacher right away
[...] that it suggested [asking for help] but the kid did something else” (T7).

[J] Notifying Teachers of Students they Have Not Visited Recently. Finally, a
popular concept among students was a system that would track a teachers’ move-
ment during class and occasionally highlight students they may be neglecting
(cf. [4,19]). Several students noted that even when they are doing well on their
own, they feel motivated when their teacher remembers to check in with them.
Most teachers responded positively to this concept as, “sometimes you forget
about the kids that work well on their own, but sometimes those kids actually
need help and don’t raise their hands” (T6). However, a few teachers perceived
this system as overstepping bounds and inappropriately judging them: “It’s just
too much in my business now. You better be quiet and give me a break” (T4).

Most Preferred among both Teachers and Students.
[F.1] “Invisible Hand Raises” and Teacher Reminders. A concept popular with
both teachers and students was a system that would allow students to privately
request help from their teacher by triggering an “invisible hand raise” that only
the teacher could see. To preserve privacy, this system would also allow teachers
to silently acknowledge receipt of a help request. After a few minutes, the teacher
would receive a light reminder if they had not yet helped a student in their queue.
S7 noted, “I don’t actually like asking questions since I’m supposed to be, like,
‘the smart one’ ...which I’m not. So I like the idea of being able to ask a question
without [letting] others know.” Similarly, teachers suspected that students would
request help more often if they had access to such a feature [26,53].

3.2 Least preferred design concepts

Least Preferred among Teachers.
[C] Helping Teachers Mediate between Students and their Student Models. To
our surprise, although prior field research [30] had suggested teachers might find
it desirable to serve as “final judges” in cases where students wished to contest
their student models (e.g., skill mastery estimates) [11], this was one of the least
popular design concepts among teachers. Students generally viewed teacher-in-
the-loop mediation desirable, since “I feel like the teacher knows the student
better, not the software” (S9). However, teachers generally did not view this as
an efficient use of their time: “I would just trust the tutor on this one” (T3).
Furthermore, some teachers expressed concerns that from a student’s perspective
this concept “pit[s] one teacher against the other, if you consider the AI as a
kind of teacher” (T1), and instead suggested having the system assign a targeted
quiz if a student wants to demonstrate knowledge of particular skills (cf. [11]).
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Least Preferred among Students.
[E.4] Notifying Students When the System has Automatically Alerted their Teacher.
A teacher-generated concept intended to provide students with greater trans-
parency into the analytics being shared about them was among those least pop-
ular with students overall. Interestingly, while students valued having more con-
trol over the information visible to their teachers, they generally did not want
greater transparency into aspects of the system that were outside of their control
(cf. [33]): “That would make me really anxious [...] If it’s not asking students’
[permission], I don’t think they should know about it” (S10).

Least Preferred among both Teachers and Students.
[E.3] Allowing Students to Hide (All) of their Analytics from Teachers. The least
popular concept among teachers, and the third least popular among students,
was a privacy feature that would enable individual students to prevent their AI
tutor from sharing real-time analytics with their teacher. This was a student-
generated concept intended to mitigate the “creepiness” of having their teacher
“surveil” students’ activities in real-time. Yet as discussed in 3.1, overall students
felt that it should only be possible for students to hide certain kinds of analytics
(e.g., inferred emotional states), “but if the AI sees a student is really, really
struggling [...] I don’t think there should be that blanket option” (S4).

[H.4] Showing Students Potential Peer Tutors’ Skill Mastery. Consistent
with prior research (e.g., [26]), teachers and students responded negatively to
a student-generated concept that made individual students’ skill mastery visible
to peers. While this concept was intended to help students make informed choices
about whom to request as a peer tutor, most teachers and students perceived
that the risk of teasing among students outweighed the potential benefits.

[M] Allowing Parents to Monitor their Child’s Behavior During Class. Some-
what surprisingly, T3 generated the concept of a remote monitoring system that
would allow parents to “see exactly what [their child is] doing at any moment in
time.”, so that “if a kid’s misbehaving, their parent can see the teacher’s trying
[their] best” (cf. [9,62]). While this concept resonated with one other teacher,
student and teacher feedback on this concept generally revealed an attitude that
to create a safe classroom environment, “we have to [be able to] trust that data
from the classroom stays in the classroom” (S11). Teachers shared concerns that
data from their classrooms might be interpreted out of context by administra-
tors: “I don’t ever want to be judged as a teacher [because] I couldn’t make it to
every student, if every kid’s stuck that day. [But] using that data [as a teacher]
is very useful” (T5). Students shared fears that, depending on the data shared,
parents or even future employers might use classroom data against them.

[E.2] Providing Automated Motivational Prompts to Frustrated Students. Fi-
nally, among the concepts least popular with both teachers and students was a
system that automatically provides students with motivational prompts when
it detects they are getting frustrated [16,64]. While teachers liked the idea of
incorporating gamification elements to motivate students (cf. [35,62]), providing
motivational messages was perceived as “trying to [do] the teacher’s job” (T1).
Similarly, several students indicated strongly that they would prefer these kinds
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of messages to come from an actual person, if at all. S8 said, “I would just get
more annoyed if the AI tried something like that”, and S11 suggested “No emo-
tional responses, please. That feels just [...] not genuine. If it’s from the AI it
should be more analytical, like just [stick to] facts.”

4 Discussion, Conclusions, and Future Work

If new AI systems are to be well-received in K-12 classrooms, it is critical that
they support the needs and respect the boundaries of both teachers and students.
We have introduced “participatory speed dating” (PSD): a variant of the speed
dating design method that involves multiple stakeholders in the iterative genera-
tion and evaluation of new technology concepts. Using PSD, we sampled student
and teacher feedback on 24 design concepts for systems that integrate human
and AI instruction—an important but underexplored area of AIED research.

Overall, we found that teachers and students aligned on needs for “hidden”
student–teacher communication channels during class, which enable students to
signal help-need or other sensitive information without losing face to their peers.
More broadly, both teachers and students expressed nuanced needs for student
privacy in the classroom, where it is possible to have “too little,” “too much,”
or the wrong forms of privacy (cf. [41]). However, students and teachers did not
always perceive the same needs. As discussed in 3.1, some of students’ highest-
rated concepts related to privacy and control were unpopular among teachers.
Additional disagreements arose when teachers and students had different expec-
tations of the roles of teachers versus AI agents and peer tutors in the classroom.

Interestingly, while students’ expressed desires for transparency, privacy, and
control over classroom AI systems extend beyond what is provided by existing
systems [9,11,29,60], these desires are also more nuanced than commonly cap-
tured in theoretical work [10,59,61]. For example, we found that while students
were uncomfortable with AI systems sharing certain kinds of personal analytics
with their teacher without permission, they rejected design concepts that grant
students full control over these systems’ sharing policies. These findings indi-
cate an important role for empirical, design research approaches to complement
critical and policy-oriented research on AI in education (cf. [33,41,63]).

In sum, the present work provides tools and and early insights to guide the de-
sign of more effective and desirable human–AI partnerships for K-12 education.
Future AIED research should further investigate teacher and student needs un-
covered in the present work via rapid prototyping in live K-12 classrooms. While
design methods such as PSD are critical in guiding the initial development of
novel prototypes, many important insights surface only through deployment of
functional systems in actual, social classroom contexts [30,42,53]. An exciting
challenge for future research is to develop methods that extend the advantages
of participatory and value-sensitive design approaches (e.g., [39,56,66]) to later
stages of the AIED design cycle. Given the complexity of data-driven AI sys-
tems [26,17,66], fundamentally new kinds of design and prototyping methods
may be needed to enable non-technical stakeholders to remain meaningfully in-
volved in shaping such systems, even as prototypes achieve higher fidelity.
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